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1 INTRODUCTION

In recent years the topic of gravitational instabilitiesaiccretion
discs has been the subject of a great deal of theoreticalumeni
cal research. Such gravitational instabilities have apfitbns both
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Accretion discs at sub-pc distances around supermassiuk hbles are likely to cool rapidly
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vival. The results suggest that faster cooling in the padlést results in an increased binary
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gest that observations of some stellar binaries close tG#iactic Centre remain consistent
with formation in a fragmenting accretion disc.
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and X the disc surface density. In addition, in order to fragment
the disc must cool dficiently rapidly to overcome compressional
heating during collapse. Gammie (2001) used a local arslsad
found the fragmentation boundary to be

to accretion disc theory, in terms of the transport of anguia- teool < BeritQ L, )
mentum, and also to theories of star and planet formationndsr

certain circumstances the instability can lead to fragetéo (e.g. wheretc,o is the local cooling time-scal€ is the orbital frequency,
Durisen et al. 2007; Lodato 2007). In particular, the fragtagon andBgir = 3. Subsequent studies using global simulations have ver-

of accretion discs has been invoked to explain both the fioma ified the validity of this criterion (Rice et al. 2003, 2005glh et al.
of gas giant planets (e.g. Boss 1997; Mayer et al. 2002), lud a  2005; Boley et al. 2007), although the exact valugf required
to explain the formation of young, massive stars observedecl  for fragmentation can be larger by a factor of 2-3 dependimg o

to super-massive black holes at the centres of galaxies Roty- the details of the thermal physics adopted (cooling lawaéqn
achenko & Shukman 1977; Levin & Beloborodov 2003). of state, etc.). To date, however, most work has either made u
In order for a gravitationally unstable disc to fragmentptw  of simple thermal physics (e.g. Rice et al. 2003, 2005; Nafyak
conditions must be met. The firstis that the disc must Ifigcsently et al. 2007), or used more realistic thermal physics in tleeifip
cold, or suficiently massive, to satisfy the Toomre (1964) criterion case of self-gravitating protoplanetary discs (e.g. Cail e2007;
Cok Stamatellos & Whitworth 2008). More generally, most stedié
Q= Gz S1 @ fragmentation have tended to look at cases of critical agafivith

Herecs is the local sound speedthe epicyclic frequency (which
in a thin disc is approximately equal to the local orbitabfrency),

* email: rda@strw.leidenuniv.nl

Qteool = Berit), despite the fact that some discs, notably those around
black holes, are thought to cool much more rapidly (e.g.iB&t
Lodato 2001; Goodman 2003).

In this paper we use numerical hydrodynamics to study the
influence of rapid cooling on the fragmentation propertiegrav-
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itationally unstable accretion discs. In Section 2 we pretiee de-
tails of our numerical simulations, in which we adopt a cogliaw
consistent with radiative cooling in an optically thick cisVe use
this model to study the non-linear evolution of the instépibver

a wide range in cooling times. We also consider in detail ffeces

of numerical resolution on our calculations, varying thenber of
fluid elements by a factor of 64 between our lowest- and highes
resolution calculations. We present our results in Sec3ipfirst
considering issues of numerical convergence and then ssidge
the dfects of varying the cooling time. In Section 4 we discuss the
limitations of our analysis, and the implications of ouruls for
the formation of stars near to the Galactic Centre, befonensa-
rizing our conclusions in Section 5.

2 NUMERICAL METHOD

The simulations presented in this paper use the publichjtable
smoothed-particle hydrodynamics (SPH) cadecer2 (Springel
2005). We have modified the code to include a simple coolieg pr
scription (discussed below), which is representative ef ¢hol-
ing expected in a real accretion disc. We adopt the standamt M
aghan & Gingold (1983) prescription for the SPH viscositytiiw
aspy = 1.0), using the “Balsara-switch” (Balsara 1995) to limit
the artificial shear viscosity (as specified in Equations1Plef
Springel 2005). We allow for a variable gravitational softey
length, and fix the SPH smoothing and gravitational sofignin
lengths to be equal throughout. We use the standard Baraes-H
formalism to compute the gravitational force tree (as dbedrin
Springel 2005), and uddé,g, = 64+ 2 as the number of SPH neigh-
bours. Typically, a handful of SPH particles end up in rattlese
orbits around the central gravitating mass and, if left @woiled, re-
sultin unreasonably short time-steps. Consequently wa ssgle
sink particle for the central gravitating mass. The sinkiplr sim-
ply accretes all gas particles that pass within its radissléscribed
in Cuadra et al. 2006), and we set the sink radius to/deofl.the
inner disk radius. This is simply a numerical conveniencepsed
in order to save computing time, and has no physifigct on the
simulations. The simulations were run on tluscsten Xeon Linux
cluster at NCSA, using 64 parallel CPUs for the highest-resolution
runs.

Numerical simulations of gas disc dynamicsfsufrom a ba-
sic computational limitation, namely that the pressurdesbaight
of the disc acts as a minimum length-scale that must always be
well-resolved. Requirements on computing time are theeefery
strongly dependent on the disc aspect ratio (the requineel typ-
ically scales asH/R)~® or steeper), and accurate global simula-
tions of thin discs are very computationally expensive. IseH-
gravitating disc withQ ~ 1, the disc aspect ratio is approximately
equal to the ratio of the disc mass to the central object naasikto
date most numerical simulations have focussed on relgtivels-
sive, thick discs (withMgsc ~ 0.1M,, e.g., Rice et al. 2003, 2005;
Boley et al. 2007). This is typical of young protoplanetaiscd, but
discs around black holes may in fact be much thinkgR < 1072).
We therefore seek a method of simulating the behaviour éegec
in a very thin disc, but without incurring the severe comfiotal
penalty that usually results.

We make use of an artificial disc model, which behaves like a
thin self-gravitating disc while in fact remaining thickargh to be

1 Seehttp://www.ncsa.uiuc.edu/

well-resolved even at moderate resolution. Spiral densityes in
self-gravitating discs tend to be dominated by a relativelyrow
range in spiral mode number, with progressively thinnecslig-
sulting in ever higher-order spiral waves (see the reviewdyato
2007). Moreover, as the disc thickness is reduced, the I'iaga
proximation” (that global modes of the instability are rigille)
becomes more accurate. Consequently, we adopt a relalirgly
disc mass, but impose an artificial radial cooling profile teaults
in the disc fragmenting in a single, near-circular filamdihte anal-
ysis of our simulations considers only this filament, witl thst of
the disc regarded as a boundary condition: the dynamicsagf fr
mentation in a single, near-circular filament are a good @ppra-
tion to areal self-gravitating disc in the thin disc limititWthis set-
up we are able to resolve the disc scale-height properly ariti
moderate humbers of SPH particles (see Section 2.3 belod), a
can thus run simulations with much larger particle numbérest-
resolving” the disc thickness) to study the fragmentatimtpss in
detail when the cooling time is short.

2.1 Initial Conditions

We adopt initial conditions similar to those that have bedopsed
in previous studies of disc fragmentation (e.g. Rice et @03
2005; Alexander et al. 2008). We adopt a surface densitylerofi

() ocrt 3
and a disk temperature that scales as
T(r)ocr /2, 4

wherer is the (cylindrical) radius. The disc sound spegck T2

is normalized so that the Toomre parameter (Equation 1)ialeq
2.0 at the outer boundary. The disc is initially verticaBgthermal,
so the vertical structure of the disc is given by

2(r) p(—%),

orh ex
whereH = c;/Q is the disc scale-height (hef@ = /GM.,/r3 is
the Keplerian orbital frequency.). With this set-up theialidisc is
marginally gravitationally stable, and the instabilityalowed to
develop in a physical manner as the disc cools. We define a disc
mass ofMyq = 0.1M, (whereM, is the mass of the central gravi-
tating mass), and model the disc usidg-r; SPH particles of mass
m = Mqy/Nspp. We adopt a system of units whelk. = 1, the inner
edge of the disc is at= 1, and the time unit is the orbital period at
r = 1. (ConsequentlyG = 472 in code units.) The initial distribu-
tion of the SPH particles is obtained by randomly sampliregdisc
density profile described above, with each particle givemaular
velocity in thex — y plane. We adopt an adiabatic equation of state
throughout, with adiabatic index = 7/5 (as expected for a disc
consisting primarily of molecular hydrogen).

p(r.2) = ®)

2.2 Cooaling

The principle aim of this study is to investigate tHeeet of variable
cooling rates on the fragmentation properties. At each-step, we
allow the internal energy of thieh particle,u;, to cool as

(&)
cooli

dt
The cooling time-scalg,o is defined in terms of the dimensionless
parametep and the orbital frequency

(6)

teool
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a9 (7)

As mentioned in Section 1, previous studies have found trat t
fragmentation boundary lies in the rangg; ~ 3—7.5, with a weak
dependence on the adopted equation of state (e.g. Gamnile 200
Rice et al. 2003, 2005). Here, in order to study tieas of vari-
able cooling, we defing to be a function of radius, density and
time:

B =R()D()T(H). ®)

As discussed above, the radial dependenggistthosen to mimic
the behaviour of a tightly-wound spiral density patterneggsected
in a thin disc; e.g. Lodato 2007), but without the excessamands
on computing resources that usually arise when simulatery v
thin discs. We choosR so that the disc fragments in aringrat 2,
and can therefore save computing power by considering &ekémi
range in radius. The only requirement on the radial randeaisthe
boundaries of the disc do not influence the fragmentatiomestix
the inner boundary at = 1 and the outer boundary at= 3. The
radial dependence of the cooling time is chosen to be a Gaussi
profile centred omg = 2

with A = 0.25. ThusR(r) varies from 4-8, with the minimum value

teool =

(r—ro)?

R(r) =80x oAz

9)

1- :—2L exp(—

atr = ro. The normalisation parameters are chosen so that the disc

is initially marginally stable to fragmentation everywhegxcept
close tor = rg, and the value oA is chosen so that the radial length-
scale over which the cooling time varies is a few times latgan
the pressure scale-height of the disc.

In addition, we allow the cooling time to vary with the local
density. In a real self-gravitating disc we expect radatooling
to be optically thick (see the discussion in Section 4), sodiol-
ing rate is density-dependent. If cooling is optically thtben the
radiative cooling time-scale is proportional to the photidffiusion
time-scale. In the case of constant opagitthe time tp, for a pho-
ton to difuse a lengti is given by

L2

th = — 10
D CPK, ( )

wherec is the speed of light. In a collapsing (thinning) disc the
appropriate length-scale is the disc thicknesand the density ~

% /h. Thus, for 2-D collapse we have
tp chop™, (11)

and we see that the cooling time-scale decreases with Bingea
densityp. By contrast, in a collapsing spherical clump of mass
and radiugh, we havep ~ m/h?, so
tp o ht Dcpl/S,

(12)

and therefore the cooling time-scale increases (i.e.sgblécomes
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NspH T tfrag B (tfrag)
200,000 ) 8.5 4.0
1,600,000 o 8.2 4.0
12,800,000 o 8.1 4.0
200,000 5 6.6 21
1,600,000 5 6.4 2.2
200,000 3 5.7 1.3
1,600,000 3 5.7 1.3
200,000 2 5.0 0.5
1,600,000 2 4.8 0.6
12,800,000 2 4.8 0.6

Table 1. List of simulations run, showing resolution and physicalgpa-
eters for each simulatiorigag denotes the time (in code units) when the
first fragment forms, angd’(trag) indicates the approximate value of the lo-
cal cooling parametes’(tirag) = R(ro)T (trag) (i.€. neglecting the density
dependence) when fragmentation occurs.

inner disc radiu¥, as this is typical of the local density in our sim-
ulations at the point where bound, roughly spherical objeegin

to form. In practice the weak dependence of the cooling time o
density means that our results do not depend significantlthen
exact value opy.

Lastly, in order to study thefiect of very rapid cooling we
allow the cooling rate to vary with time in the simulationsher
motivation for this is that one cannot simply begin a nurredrim-
ulation with a cooling time that is much shorter than the dgna
cal time-scale, as the resulting collapse and fragmemtatierely
amplifies noise in the initial conditions and has little or ptoysi-
cal meaning. Instead, one must allow the instability to tgvén
a physical manner before the cooling time is allowed to becom
short. We follow the approach of Clarke et al. (2007), andvathe
cooling time to decrease as

Tt)=1- ( (14)

1 t )
7 torn(ro)
Heret,, is the local orbital period, and is a dimensionless pa-
rameter that we use to parametrize the cooling rate. We hate t
the form of T (t) allows the cooling time to become very small (and
indeed negative) at largein practice, however, our simulation run
for short enough times that this is not a problem. We adopiagbdf
the cooling parameter = 2, 3, 5,0 (in the latter case the cooling
time is constant with time). With this set-up the disc is niaady
unstable to fragmentation at= 2 for r = oo, while smaller val-
ues ofr result in cooling times that are up to order of magnitude
shorter. At the end of our simulations the smallest valueg afe

in the range 0.2—-0.3 (see also Table 1).

2.3 Simulations

less dficient) as the clump becomes more dense. This increase inThe jssue of numerical resolution is critical when consitgrcal-

the cooling time-scale can lead to significant suppresdionaing
as the forming fragments reach high density, and conselgueat
adopt a density-dependence with the following form:

D(p) = max[l, (pﬁo)m] .

Thus for densities beloyw, the cooling time is independent of the
density; at higher densities the cooling time increasgs/dsEm-
pirically, we chooseyy = 1.0 in code units (central object mass

(13)
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culations of fragmentation, as inficient resolution can result in
spurious suppression or amplification of fragmentation. haee
conducted a number of calculations using a range of numbers o
SPH patrticles for dierent values of (see Table 1). Resolution re-
quirements for SPH simulations of fragmentation were presk
and tested by Bate & Burkert (1997), and extended for the spe-
cific case of self-gravitating discs by Nelson (2006). Irstbase

the Jeans mass must be resolved itd ONng, particles, and the
disc scale-heigh must be resolved into at least 4 SPH smooth-
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ing lengths in the saturated state of the instalilior most of the
models considered here the second of these is the moreestting
condition, but correctly resolving the Jeans mass beconoes de-
manding in the simulations with= 2 (see Section 3.1). We choose
our lowest resolution so that we marginally satisfy theseditions
for the caser = o0, and thus choos&lspy = 200 000. We then
move to higher resolution, first increasing the particle banby a
factor of 8 (toNspy = 1.6x 1CP), and then by a further factor of 8 (to
Nspy = 1.28x107). In a perfectly spherical configuration increasing
Nspr by a factor of 8 results in a factor of 2 @'/2) increase in the
spatial resolution. However, in the disc geometry considédrere
we find that a factor of 8 increase Mypy in fact improves the spa-
tial resolution by a factor of approximately 2.5. For coregce,
we subsequently refer to the simulations witks = 20Q 000 as
“low resolution” (LR), Nspy = 1.6 x 1¢° as “medium resolution”
(MR), andNspy = 1.28 x 107 as “high resolution” (HR). For rea-
sons of computation time we ran the HR simulations only fer th
extreme cases = o andr = 2; the LR and MR runs simulations
were conducted across the full rangerin

An additional benefit of moving to resolutions higher thaa th
minimum requirement is the potential to resolve binary andtim
ple systems. Roughly speaking, we expect that individug@atd
will only be able to fragment into multiple systems if theyoto
on a time-scale shorter than the local dynamical time-sdala
self-gravitating disc withQ ~ 1 the dynamical time-scale of a sin-
gle fragment is, to first order, equal to the local orbitaldistale.
Consequently, we do not expect the formation of “fission’abies
in discs with3 > 1 (although binaries may still form by dynami-
cal capture events), as thermal pressure acts to smoottensityl
fluctuations on a time-scale shorter than the cooling tioses
Thus the minimum resolution requirement idfstient in simula-
tions withg > 1. However, with faster cooling it may be possi-
ble to form binary and multiple systems via the dynamicaidiss
of single clumps. Consequently our high-resolution siriole act
not only as convergence tests, but also provide a meansdyfistu
the small-scale fragmentation that may occur in discs whibrts
cooling times.

In order to compare the fragmentation ifdrent simulations
we must first identify individual fragments (“clumps”) in paim-
ulations, and we do this simply by adopting a density thriesho
of p = 10.0 (i.e. ten times larger than the density above which
the cooling time begins to slow). We identify clumps as otgec
which have peak densities above this threshold, and egtichanp
masses by moving outward in spherical shells one (minimuptj S
smoothing length in radius, until the mean density dropswéhe
threshold value: all particles within this radius are theemed to
be part of the clump.

One consequence of using a fixed density threshold in this

manner is that clumps are identified at somewhat earlierstime
simulations with higher resolution, as the central regioh&di-
vidual clumps are no longer “smeared out” over as long a kengt
scale. This is an artefact of our analysis, rather than actlefehe
simulations, and we solve this simply by comparing simolagiat
different resolutions relative to the time at which the first gius
identified. In practice this dlierence is very short: the delay in
between the identification of the first fragment at the higlaes

2 Note that the definition of the SPH smoothing length in Sp@in@005)
differs from that in most of the SPH literature, being larger byaetdr
of 2. Throughout this paper we discuss only the standarditiefirof the
smoothing length (e.g. Monaghan 1992).

Nepy = 200,000
04

log surface density

18 2

Figure 1. Plots of the disc surface density in the simulations withsioev-
est ¢ = oo; top row) and fastestr(= 2; bottom row) cooling times, using
different numerical resolutions. From left-to-right, the tho®lumns show
the LR, MR and HR simulations respectively, and each plotasen}8 of a
local orbital period (0.35 time units) after the first fragmérms. For slow
cooling, just below the fragmentation threshold, we seettt@fragmenta-
tion process is well-resolved in all our simulations, althb more substruc-
ture is apparent in the higher-resolution simulations.hViéist cooling the
disc is colder when it fragments, and higher resolution isdeel in order
to resolve the disc scale-height: in this case we see thdtRh&mulation
is somewhat under-resolved (e.g. the density peaks~al.8 are numer-
ical artefacts), but thaspy = 1.6 x 10° appears sficient to resolve the
fragmentation process properly.

lowest resolutions is a few percent of the total simulatioret(see
Table 1). Overall this is a rather crude method for meastuitieg
clump mass function, and a more sophisticated approach coul
example, allow for non-spherical clumps, or test everyigiarin
order to determine how many individual particles are bownekich
density peak (e.g. Alexander et al. 2008). In practice, veweuch
“improvements” create at least as many problems as theg dobv
cause the treatment of, for example, binary and multipleesys, or
“circumstellar” discs, becomes ambiguous. The method heee
is robust across fierent resolutions, and is ficiently accurate
for our needsa posteriori checks show that negligible fraction of
clumps identified in this manner are not in fact bound objects

3 RESULTS
3.1 Numerical convergence

We first seek to compare our results afelience numerical reso-
lutions, in order to test convergence in our simulationse Tibn-
linear development of gravitational instabilities esgshyt ampli-
fies seed fluctuations in the density field, and it is not pds<ib
construct identical noise fields atfidirent particle numbers. Con-
sequently we instead seek statistical convergence, megsuvinen
the first bound objects appear, how many such objects we fird, a
how much mass is present in these objects. We identify clureps
ing the method described in Section 2.3, and use the massdusc
derived in this manner to compareféirent simulations.

The results of our numerical convergence tests are shows in

© The Authors. Journal compilatia@ 2008 RAS, MNRASO00, 1-10



Resolution Tests for T=c
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Figure 2. Results of numerical convergence tests. The upper panelssho

the evolution of the number of clumps for the simulationshwit= 0. The
origin of the time axis is the time when the first clump is idiéed, and
the LR, MR and HR simulations are denoted by black, red anemgliaes
respectively. Although more binaries are resolved at higbsolution the
total mass in clumps does not vary significantly betweenuhs,rindicating
a good degree of numerical convergence. The lower panelsstimsame

plot for the simulations withr = 2. In this case the LR simulation is rather

under-resolved, but good convergence is found between fReaMl HR
simulations.

Figs.1 and 2 In the case of slow coolingr(= ) we see that
the fragmentation process is well-resolved in all of ourigan
tions. In terms of the criteria laid out by Bate & Burkert (19%nd
Nelson (2006), we resolve the disc scale-height at the naidep
into approximately 5.3 SPH smoothing lengths in the LR rin51

smoothing lengths in the MR run, and 29.6 smoothing lengths i

the HR run. In addition the characteristic fragment masseaf-w

resolved throughout so, as noted in Section 2.3, the LR simul

tion marginally satisfies the minimum resolution requiram&uns
with higher resolution reveal more substructure, resgi\imaries
and “circumstellar” discs, but fragmentation is indepeid# res-
olution. Subsequent interactions between clumps, howavemnot

8 Visualisations of our SPH simulations were created usingsu: see
Price (2007) for details.
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independent of resolution: this is clearly seen in Fig.2emhthe
number of clumps beyondt ~ 0.3 differs significantly between
the LR and HR runs. This is due to mergers of binary clumps, and
indicates that the interactions between such binaries @rprop-
erly resolved. This occurs because although the globaliglisell-
resolved the many “circumstellar” discs are not, so the titae
on which binary pairs merge is governed by the rate of nurakric
dissipation of energy in these “sub-discs”. Consequendyda not
attach great significance to our results beyond the time &hwh
binaries start to merge. Before clump mergers start to becg:
nificant the total mass in clumps varies by less than 20% lmtwe
the LR and HR runs, indicating that good numerical convergen
has been achieved.

In the case of fast coolingr (= 2) the disc is colder when it
fragments, so higher resolution is needed in order to resthie
Jeans mass. Here, the pressure scale-height of the disaiis ag
marginally resolved in the LR run (into 4.5 SPH smoothingkbis
at the disc mid-plane), but the characteristic fragmentsnias
=~ 4Npgsm. Thus in this case, as expected, we see that the LR sim-
ulation is slightly under-resolved (by a factor of approately 2
in particle number), but both resolution requirements atesed
comfortably in the MR and HR runs. Binary mergers are soméwha
more significant in the MR simulation than in the HR simulatio
(again due to under-resolving “circumstellar” discs), bilterwise
there is good agreement between the MR and HR runs. In both the
T = oo andt = 2 cases good statistical convergence is found be-
tween the MR and HR runs, so we conclude gty = 1.6x10° is
suficient to resolve the fragmentation process properly thnoug
all our simulations.

3.2 Coaling

In Section 3.1 we found that the MR runs werdfient to resolve
the fragmentation process properly across the full rang®oling
times. We now compare the MR runs across the full range of cool
ing times, in order to study thefect of the cooling rate on the frag-
mentation process. The results of the MR runs are shown m3ig

5. Fig.3 shows the evolution of the disc surface density énfttur
different simulations, and it is clear that the cooling rate hdsaa
matic dfect on the fragmentation process. Slow cooling leads to
the formation of larger, more massive fragments with lasggrara-
tions, while faster cooling results in a larger number of lesssive
fragments, with smaller separations. Faster cooling aisdd to the
formation of more binary and multiple systems, although arim
cal dissipation results in many of these systems merginglisap
in our simulations. Additionally, the fragmentation preseppears
to be more dynamic in the case of slow cooling, with individua
objects showing greater perturbations from circular srfitis oc-
curs because in the case of slow cooling the collapsing fikhme
has time to become unstable to bending modes before it fraigme
while with faster cooling the filament fragments before itb@es
significantly bent.

This qualitative assessment is seen more quantitatively in
Fig.4, which shows the number and total mass of the bound frag
ments in each simulation. Although mass is accreted ingnients
more rapidly when the cooling is fast, the total mass in fragta
does not dfer significantly with dfferent cooling times. However,
the simulations with faster cooling produce many more fragis,
with correspondingly lower masses, and the incidence ofipiel
systems is greatly increased.

Fig.5 shows how the clump mass function (MF) varies as a
function of the local cooling time. We compare the MFs at anpoi
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1.8 2 2.2 1.8 2 2.2

X X

log surface density

1.8 2 2.2 1.8 2 2.2

X X

Figure 3. Plots of the disc surface density in the MR simulations, shgvhow fragmentation develops as a function of cooling tiffr®m left-to-right, the
four columns show the evolution of the simulations witk co, 5, 3 and 2 respectively. The plots are made in a referenoeefthat is co-rotating with the disc
atr = 2, so that only relative motions are evident in the time etoiu (In this frame the disc shear flow appears to move upsvimdx < 2 and downwards
for x > 2.) Itis clear from the snapshots that faster cooling resultthe formation of more, smaller fragments, as well as aérigncidence of multiple
systems. Note also the large number of binary mergers séerdrethe second and third snapshots in the simulationsfagtitooling.

where an approximately equal fraction of the disc mass isitbou
into clumps in each simulation, and before the (under-uesh|
binary mergers begin to dominate the simulations with tlsteft
cooling. We therefore compare the MFs at 0.7 local coolinges
after the formation of the first fragment (see Fig.4), altjowe
note that the MF comparison is qualitatively similar thrbagt the
simulations. All of the MFs are reasonably well-fit by logrnal
functions, in agreement with previous studies of disc fragta-
tion (e.g. Nayakshin et al. 2007; Alexander et al. 2008). \Wd fi
that faster cooling results in a smaller characteristigritant mass.
This is in agreement with the previous study of Nayakshinlet a
(2007), which also found that the characteristic fragmeassde-
creased as the cooling rate increased. In our simulatieniotial
(density-independent) cooling time when fragments fornegaby

a factor of~ 7 between the slowestr (= «0) and fastest-cooling

(r = 2) models, and the characteristic mass of the respective MFs
differs by a factor o& 4. We also find that the MFs become some-
what broader with shorter cooling times, but given the neddy
small numbers of clumps formed in the= o andr = 5 runs

this result is not statistically significant. The range imutcteristic
masses we find is much smaller than that seen by Nayakshin et al
(2007), who found that the characteristic masteded by a factor

of ~ 100 between their simulations with= 3 andg = 0.3. We
attribute this to the dierences between the cooling laws adopted
here and those used by Nayakshin et al. (2007). In particwkar
note that the density dependence of our cooling law (whigh su
presses cooling at high densities) was not included in theisi
lations of Nayakshin et al. (2007), and the likely consegeeof
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this omission is to enhance fragmentation as the densitiumpms
increases. We therefore suggest that the variation in ctearstic
mass with cooling time in real discs is less pronounced thah t
found by Nayakshin et al. (2007), and conclude that largéavar
tions in the cooling time-scale result in only modest vaoia in
the clump MF.

As mentioned above, a furtherffirence between the fast and
slow cooling simulations is in the fraction of multiple anthary
fragments that are formed. The binary fraction iiidilt to quan-
tify due to the rapid merging of the binaries that form, bu thf-
ferences are clearly seen in Fig.3. With critical coolirg=( o)
most objects form as singles, and although some binaries doe
to dynamical capture events the overall binary fractioows How-
ever, when the cooling is faster the disc is thinner (coladgn it
fragments, and consequently the clumps are more closelyesp
when they first form. This leads to many more capture event, a
we see many more binaries and multiples in the simulatiotis wi
faster cooling. Indeed, in the simulations with= 3 andr = 2
almost all the clumps appear in binary or multiple systems.séé
no fragmentation of single clumps after the initial fragradion
occurs, and all of the binary and multiple systems obseroeah f
via dynamical capture events (in which the disc gas acts #sra
body”). We attribute the absence of any “fission” binarieshe
density dependence of the cooling time, as the incregdwiith in-
creasing clump density means that the valygiofthe high-density
clumps rarely, if ever, falls below unity. In this case (aplained
in Section 2.3) we do not expect to see sub-clump fragmentati
and it seems that the formation of binaries by fission is @hjikn
real discs with optically thick cooling. The high incidenaEcap-
ture binaries can easily be understood, as faster coolids|éo
a lower temperature, and therefore a smaller disc scafghil,
in the fragmenting disc. The length-scale that is most inst®
gravitational instabilities ig= H, so the typical fragment mass is
~ n¥H? and the typical fragment separation=isH. Faster cool-
ing results in a smaller value &f, which in turn results in smaller
fragment masses and smaller separations between fragrimeniis
simulations these binaries tend to merge rapidly due toititerate
of numerical dissipation in their “circumstellar” discss(seen be-
tweent = 5.1 andt = 5.5 in ther = 2 simulation in Fig.3), but
in reality such mergers would likely be much lesiaent. Con-
sequently, we find that fast cooling in fragmenting selfvijeting
discs leads to a slight decrease in the characteristic fagmass,
and a dramatic increase in the incidence of binary and nieltip-
jects.

4 DISCUSSION

Our simulations are robust and well-understood from a nigaker
perspective, but concerns remain when we consider the qalysi
interpretation of our results. The most obviously unphgisaispect
of our simulations is our “thin disc approximation”, using ar-
tificial cooling law to allow fragmentation characteristi€ a thin
disc to be modelled at moderate numerical resolution. Itldvbe
preferable to construct global models of thin discs, bu thinot
computationally feasible with current techniques, esgicin the
case of short cooling times. Our disc model fEeetively a local
approximation, so the primary concern regards the bounctamy
ditions. In our models the real physical boundariesr(at 1 and

r = 3) are stiiciently far from the region of interest that they have
no influence on the results, and the radial variation of tradicg
time is negligible in the fragmentation region. Howeveraineal
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Figure 4. Fragmentation as a function of cooling time. The upper panel
shows the number of clumps as a function of time in each of dne MR
simulations, while the lower panel shows the total masserctbmps. The
origin of the time axis is set at the point where the first fraginforms,
and time is plotted in units of the local cooling time (i@(tfrag)/Q(ro),
with the values of8’ (tfrag) taken from Table 1). The total mass in clumps is
independent of the cooling time, but we see that faster egabsults in the
formation of more objects (with lower masses).

thin disc there are many such filaments, and the typical radza-
ration between filaments can be as little as a few tileBynam-
ical interactions between adjacent filaments seem likslyeeially
once bound, point-mass-like objects have formed, and Redyli
outcome of this increased rate of clump-clump interactisrihe
formation of even more capture binaries than seen in ourlaimu
tions. In some of our simulations (those with slower codlisgme
of the bound clumps undergo significant radial scatterirenen
the absence of adjacent filaments (moving as fakras 0.3 from
their initial location), and consequently their coolingnés change
in an unphysical way. However, this only occurs at late tirmes
the simulations (to which we do not attach great significireved
moreover in such dense clumps the dominant term in the cool-
ing time is the density dependence. Consequently we aifisdti
that our artificial cooling model is robust, and although eim-
ulations should be regarded as numerical experimentsrrithn
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Mass function variation with cooling rate
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Figure 5. Mass functions of clumps in simulations withfidirent cooling
times. The mass functions were computed 0.7 local coolinggiafter the
formation of the first fragment (i.e. at 0.7 on the time axig-ig.4). The
blackgrey, red, green and blue MFs denote the simulations with oo,
5, 3 and 2 respectively. The dotted line denotes the appairirtmass)
resolution limit of 10Nygm; all of our clumps are above this limit by at
least a factor of 5-10. We see clearly that faster coolinglt®@ a smaller
characteristic mass, and a somewhat broader mass function.

physical simulations, we are confident attaching limitegiatal
significance to our results.

structure cannot be assembled in the presence of such ragid c
ing, as the growing disc would simply fragment on a dynamical
time-scale. Various authors have argued in favour of rapalicg
in self-gravitating discs around massive black holes @egtin &
Lodato 2001; Goodman 2003), but these arguments geneedly r
on the assumption of roughly steady-state conditions indike,
rather than considering disc formation. Rafikov (2007) adhthat
convective cooling results in an cooling time®# 0.1, but again
does not consider disc formation in detail. By contrast, kain
(2006, see also Levin 2007) argues against the presenceidf ra
cooling in a fragmenting, star-forming disc around a masbiack
hole, instead arguing that the disc mass is accreted gitgdiibe
cooling time therefore decreases slowly as the disc massisau-
lated, so fragmentation occurs@t Bqii. If, however, the disc was
formed in a rapid “accretion event”, it seems that fragmigoma
could occur with3 < 1. In addition the thermodynamics of the disc
formation process are not fully understood, and one canstomof
a scenario where the disc is assembled with a longer coatimg t
and then begins to cool faster as it evolves (e.g. Clarke 208l7).
One possible mechanism appeals to the “opacity gap &t110K:
if a disc was assembled from warm,1500K gas then the conden-
sation of dust at 1000—1500K would result in a dramatic increase
in the cooling rate as the temperature dropped, potentiafivit-
ing in a cooling time-scale shorter than the dynamical tsoale.
Our simple model is not able to address this issue in detatitHis
problem provides fertile ground for future research.

Despite the fact that our simulations show good numerical
convergence with increasing particle number, numericsiltgion

An additional concern regards the density dependence of our is still an issue that must be considered with care. In paletic

cooling law. Fixing the cooling time to scale a%® is correct only
if the opacity is constant and the disc is optically thicks iis not
clear that these assumptions hold in reality. In real sefdgating
discs the temperatures are expected te-bEIOK, so dust grains
dominate the disc opacity (e.g. Bell & Lin 1994; Semenov et al
2003). In the case of a fragmenting disc wigh= 1, the disc is
optically thick if the orbital period is< 1000yr (Levin 2007). Real
discs are generally only thought to be self-gravitatingigirt outer
regions, at radipz, 50AU in the case of protostellar discs (e.g. Sta-
matellos & Whitworth 2008) or at radi 0.1pc in the case of a disc
around a~ 10°M,, black hole (e.g. King & Pringle 2007), and in
both cases this suggests that fragmenting discs are mbygipé-
cally thick. Individual clumps (with higher densities) thhave op-
tical depths much greater than unity, so the optically tpgrox-
imation appears valid across a wide range of disc scalescléar,
however, that the opacity is not strictly constant in reatdi Dust
opacity is essentially independent of density, but variemngly as
a function of temperature: the opacity scale§agor T < 160K,
and is approximately constant for 169KT < 1000K (Bell &
Lin 1994). It is reasonable to assume that the temperatuténwi
crease somewhat during collapse, leading to an increake st
opacity, so it seems likely that our adopted functi®(p) somewhat
over-estimates thefigciency of radiative cooling. Thus cooling is
likely slower than predicted by our simulations in real fragnting
clumps. Models of core-collapse during star formation tezhly
moderate increases in temperature, however, so the uimtgdae
to the temperature dependence of dust opacity is likely Iswé
note in passing that we also neglect further complexitigk@tol-
lapse process, such as changes in gas composition wittagicge
temperature (due to dust sublimation, #issociation, etc.): such
issues are well beyond the scope of this work.

An additional complication is that is still not clear whethe
or not it is possible to form a disc with < 1. A coherent disc

as noted in Section 3.1, the dynamical interactions betwiééer-
ent clumps are under-resolved even in our highest-resolsim-
ulations. This is a common feature of hydrodynamic simatati
which seek to model large dynamic ranges in length and densit
and in our simulations this results in unphysically rapidgees of
binary and multiple systems (as seen, for example, in Fig\®)
treat this problem by simply stopping our calculations befsuch
under-resolved mergers begin to dominate the simulatemd at-
tach only limited significance to our results beyond the pain
which the first such mergers begin to happen. [Note, howdvat,
real mergers between fragments are expected to occur insygeh
tems, and indeed have been invoked to explain the largeegiscr
ancy between the typical fragment mass and the observddrstel
masses near the Galactic Centre (Levin 2007).] A more stiphis
cated approach could, for example, make use of “sink pasficl
(e.g. Bate et al. 1995), modified thermal physics (e.g. Japes
al. 2005), or sub-resolution physics (e.g. Nayakshin 2@07) in
order to follow the calculations further forward in time,tto our
models (and in particular in the simulations with fast cog)iit is
not clear that such approaches would yield more accuratdtses
Here, a better approach may be to “re-simulate” a small regfo
our computational domain at much higher resolution in ortder
study the inter-clump dynamics in more detail, but this igdrel
the scope of this paper.

4.1 Application to the Galactic Centre

We now consider the implications of our results for the fatiora

of stars near the Galactic Centre (GC). Many young, mastire s
are known to exist close to the black hole at the centre of tilexy
(Ghez et al. 1998; Genzel et al. 2003; Ghez et al. 2005; Paumar
et al. 2006), and many of the stars=atD.1pc are known to form
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a coherent ring or disc (e.g. Genzel et al. 2003) popular the-
ory for the formation of these stars is fragmentation of asretion
disc due to gravitational instabilities (e.g. Levin & Betwbdov
2003; Goodman & Tan 2004; Nayakshin & Cuadra 2005), and re-
cent hydrodynamic simulations have found that the propemif
the stars formed in this manner are broadly consistent \wétob-
served GC stellar disc (e.g. Nayakshin et al. 2007; Alexaatal.
2008). However, to date most of these simulations have usedlyg
simplified thermal physics, adopting scale-free cooling/@nsim-
plified equations of state, and given the critical role oflgwpin
the development of gravitational instabilities this treant is less
than ideal.

Additionally, for numerical reasons most previous simolas
of the formation of the GC stellar disc have made use of redBti
slow cooling time-scales (wit ~ 3), although Nayakshin et al.
(2007) did run a single model with = 0.3 (as discussed in Sec-
tion 3.2). However, analytic estimates of the cooling tirimelslack
hole discs generally find that the cooling time should betstmm-
pared to the dynamical time (e.g. Goodman 2003; Rafikov 2007)
although, as discussed above, how such systems form reorains
certain. Estimates of the cooling parameter in a fragmgntisc
at the GC range frorg ~ 0.1 (Rafikov 2007) tQ8 = Beit =~ 3
(Nayakshin 2006), which is approximately the range sparined
our simulations. As discussed above, we find that a dramatic d
crease in the cooling time leads to only a modest decreasein t
characteristic stellar mass, and given the dependence cfidrac-
teristic mass on other disc properties (notably the disecis@tio
H/R), this is unlikely to have a significantfect on the MF of the
GC stellar disc. However, our simulations indicate that ¢asling
results in a very high primordial bingrpultiple fraction (of order
unity), and although binaries do form when cooling is slowleey
are less common. We therefore suggest that, if the GC stilar
formed by fragmentation of a gaseous accretion disc, a higirp
fraction may be indicative of rapid cooling in the parentration
disc.

It is not clear, however, if this prediction provides a meahs
distinguishing between fierent proposed scenarios for the forma-
tion of the GC stellar disc. The massive star population énfibld
is known to have a high multiplicity fraction, and the bindrsc-
tion for Wolf-Rayet stars in the solar neighbourhood i40% (van
der Hucht 2001). Little is currently known about binary sttits
in the GC stellar cluster, with neither observations noratgital
arguments (e.g. Cuadra et al. 2008) providing real comsgalt
is entirely possible (and in fact likely) that many unresal\close
binaries near the GC may be masquerading as single objeais-in
rent data, but some binary systems have been observed ticupar
lar IRS 16SW, an eclipsing binary with a period-ef9.5 days, ap-
pears to be a contact binary consisting of two approximatglyal-
mass Wolf-Rayet stars with masses50M, (Martins et al. 2006;
Peeples et al. 2007; Rafelski et al. 2007). Systems of this &p-
pear to be a plausible outcome of fast cooling in a fragmgntin
self-gravitating accretion disc, and we suggest that systems
should be common if the stellar disc at the GC formed via frag-
mentation of a gaseous accretion disc.

4 Note that there is some controversy as to whether one or taas dif
young stars exist at the GC (Paumard et al. 2006; Lu et al.)26@8 the
purposes of this discussion this is unimportant: the ex¢gieof one disc of
young stars is dticient to motivate our arguments, and they are not signifi-
cantly altered by the existence of a second disc.
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5 SUMMARY

We have used numerical hydrodynamic simulations to ingatsi
the role of the cooling rate in the fragmentation of gravitaally
unstable accretion discs. Our simulations make use of alsimp
cooling law, designed to mimic the behaviour of radiativelowm

in an optically thick, geometrically thin disc. We perforchee-
tailed numerical convergence tests, and are satisfied tihaimu-
lations are well-resolved. We find that decreasing the ngdime
results in the formation of a larger number of fragments, vttt

a correspondingly smaller characteristic mass. We alservbd a
high incidence of binaries, all of which form by dynamicapea
ture. Rapid cooling, on a time-scale shorter than the logahdh-
ical time, results in a dramatic increase in the incidencbiéry
and multiple systems, although we are not able to deternhiee t
final properties of such systems. We have considered oultsesu
in the context of the young stellar disc(s) at the Galactiottee
and find that - at the very least - observations of some sthilar
naries close to the Galactic Centre do not rule out formaitioa
fragmenting accretion disc.
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